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  Abstract 

Recognizing and documenting Arabic sign language has recently received a lot of  at-

tention because of its ability to enhance communication between deaf persons and 

normal people. The development of automatic sign language recognition (SLR) sys-

tems to allow communication with deaf persons is the primary goal of SLR. Until re-

cently, Arabic SLR (ArSLR) received little attention. Building an automatic Arabic hand 

gesture recognition system is a challenging task. This work presents a novel image-

based ArSL recognition approach where You Only Look Once v7 (YOLOv7) is used to 

build an accurate ArSL alphabet detector and classifier utilizing ArSL21L: Arabic Sign 

Language Letter Dataset. The proposed YOLOv7 medium model has achieved the high-

est mAP0.5 and mAP0.5:0.95 scores of 0.9909 and 0.8306, respectively. It has outper-

formed not only YOLOv5m but also YOLOv5l in terms of mAP0.5 and mAP0.5:0.95 

scores. Furthermore, regarding mAP0.5 and mAP0.5:0.95 scores, the YOLOv7-tiny 

model has not only surpassed YOLOv5s but additionally YOLOv5m. YOLOv5s, on the 

other hand, has the lowest mAP0.5 and mAP0.5:0.95 scores of 0.9408 and 0.7661, 

respectively. 
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1. Introduction 

Sign language is the principal way of interaction and 

communication between deaf people with others. In ad-

dition to facial expressions, sign language utilizes man-

ual illustration and the movement and position of body 

parts like hands, arms, and wrists to reflect the signer’s 

ideas and feelings [1]. Sensor-based and image-based 

techniques are the two basic methodologies for SLR [2]. 

While being the image-based approach user friendly 

since it requires only cameras for capturing signs (ges-

tures), the sensor-based approach requires high compu-

tational cost since users have to wear devices like mo-

tion trackers or data gloves. Furthermore, it might be 

quite sensitive to variations in lighting and background 

conditions. Methods for recognizing the ArSL are usu-

ally categorized into three levels: identifying the hand 

movements of the Arabic alphabet at the word level, 

which includes recognizing single motions, and sen-

tence level, which provides for recognizing continuous 

hand movements [3]. This research will focus on recog-

nizing Arabic sign language alphabets. As a result, we 

will spotlight more on image-based systems, particu-

larly those dealing with identifying alphabets in Arabic 

sign language. 

2. Related Work 

This section discusses the latest classification and detec-

tion studies for Arabic sign language. The authors of [4] 

have tried several pre-trained models. Considering the 

size of the ArSL2018 dataset applied to all of the proposed 

models, all but EfficientNetB4 perform poorly because of 

their lightweight architecture. EfficientNetB4 is a massive 

architecture with more complexities in comparison. Nev-

ertheless, the EfficientNetB4 model achieved 98% train-

ing and 95% testing accuracy.  

With paying more attention to image-based systems, spe-

cifically ones relating to recognizing alphabets in Arabic 

sign language, we must spot on Zabulisy et al. [5]. He pro-

posed an efficient and robust image-based hand gesture 

recognition system that allows interaction with autono-

mous robots that guide tourists around museums and ex-

hibition sites. 

On the other hand, Tubaiz et al. [6] developed a system for 

sequential Arabic Sign Language Classification. To simu-

late dynamic continuous signs, they used two DG5-VHand 

data gloves and a camera. The accumulated data was re-

fined with re-sampling and z-score normalization before 

being classified with a modified KNN. They achieved a 

98.90% accuracy in sentence recognition. Utilizing the 

same dataset, their system not only outperformed a prior 

vision-based system by 23.9%, but it also overcomes the 

limitations of vision-based systems. 

In another study [7], Sarhan et al. used Kinect to develop 

an Arabic Sign Language identification system. The pri-

mary goal was to develop a robust system to help commu-

nication between a hard-of-hearing or deaf patient and 

the doctor’s medical hospitals. Due to the lack of an exist-

ing dataset for ArSL words, a new one was created utiliz-

ing Kinect. They collected 215 dynamic sample data of 

hand movements, hand shapes, and articulation points for 

16 Arabic words, which were subsequently obtained us-

ing depth and skeletal data. The Hidden Markov Model 

(HMM) was used for classification with ten-fold cross-val-

idation, achieving an accuracy of 80.47%. 

Hassan et al. [8] created a continuous sensor-based Arabic 

Sign Language Recognition system. They used a Polhemus 

G4 tracker and DG5-VHand data gloves to collect two da-

tasets containing 40 Arabic sentences totaling 80 words. 

A different signer was responsible for collecting each da-

taset. A sliding window was used to extract the features, 

which were then classified using the Modified K Nearest 

Neighbors (MKNN) and HMM approaches. MKNN outper-

formed HMM in sentence classification and performed ex-

ceptionally well, with a 97% sentence recognition rate, 

while HMM outperformed in word classification. 

The authors in [9] and [10] utilized a Support Vector Ma-

chine (SVM) with a Histogram of Oriented Gradients  
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(HOG) to automatically recognize ArSL alphabets. The 

proposed system achieved a recognition accuracy equal to 

63.5% and 99.2% of Arabic Alphabet gestures, respec-

tively. 

Ghazanfar Latif et al. [11] provided the first open dataset 

for recognizing Arabic Alphabets Sign Language 

(ArSL2018). The authors collected the ArSL2018 dataset 

at Prince Mohammad Bin Fahd University and Al Khobar, 

Saudi Arabia, from 40 different age group participants. 

The dataset includes 54049 grayscale photos of 32 ArSL 

alphabets taken for one hand with white background at a 

pixel density of 64x64. Moreover, Althagafi et al. [12] uti-

lized the ArSL2018 dataset to design an ASLR system to 

recognize the Arabic language’s alphabet signs. They 

trained and tested a custom Convolutional Neural Net-

work (CNN) model using 80% and 20% of the dataset, re-

spectively. They reached a recognition rate of 94.46%. 

The following sections are in order: Section 2 describes 

the dataset. Section 3 describes the proposed methodol-

ogy and the architecture of the suggested model. Section 

4 discusses the outcomes and evaluation. Finally, Section 

5 provides a conclusion. 

3. The Dataset 

It is challenging for deaf people to make social connec-

tions with people as this requires interactive systems 

that can recognize sign language. There are numerous da-

tasets and methods for English sign language (SL); regret-

tably, Arabic sign language (SL) is severely limited. Arabic 

Sign Language Letter Dataset (ArSL21L) [13] includes an-

notated Arabic Sign Language Letters. As shown in Table 

1, the ArSL21L database comprises 14202 images of 32 

letter signs with diverse backgrounds gathered from 50 

volunteers, 23 females, and 27 males.  

The volunteers ranged in age from 14 to 69, with a stand-

ard deviation of 13.99. Samples of these volunteers are il-

lustrated in Figure 1. There are nine images for each sign 

in the ArSL21L dataset, taken with volunteers’ 

smartphones, with three shots from different angles for 

each distance. As a result, each signer received a total of 

288 images; however, several poorly qualified photos 

were excluded during the dataset’s formation. Signers 

could use either hand to make the signs. All of the images 

were resized to 416x416 pixels. The total number of im-

ages in the ArSL21 dataset is 14202 images of 32 different 

signs with various of backgrounds. The dataset was anno-

tated with bounding boxes in PASCAL Visual Object Clas-

ses (PASCAL VOC) [14] format using the Labeling pro-

gram [15]. 

   

 

 

  

 

4. Methods 

In this work, we utilize the latest YOLO algorithm, YOLOv7. 

The YOLOv7 algorithm is causing quite a stir in the machine 

learning and computer vision communities. It significantly 

outperformed all prior YOLO versions and object detection 

models regarding accuracy and speed. Rather than employing 

pre-trained ImageNet backbones, YOLOv7 models are 

trained using the COCO dataset [16]. The authors of YOLOv7 

Dataset Parameters Description 

No. Classes 32 

No. of signers 50 

Total images 14202 

Training images 9955 (35 signers) 

Testing images 4247 (15 signers) 

Mean samples per class 443.8 

Resolution 416x416 

 ال   

 

  
  د   ب  أ

  
      ذ

  
 

 
  

  ج  ه  
 

    س   م meem ل  لأ

 ش   ن  ن    ك  ها  و  ة   ذال   

Figure 1:  

Table1.: Signs and images recordings details of ArSL21L dataset 
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are the same as the authors of Scaled YOLOv4. The signifi-

cant difference between YOLOv7 over the scaled YOLOv4 is 

that YOLOv7 utilizes an Extended Efficient Layer Aggrega-

tion Network (E-ELAN). The E-ELAN architecture allows 

the framework to learn more effectively. The YOLOv7 also 

proposed a Compound Model Scaling technique. The authors 

of YOLOv7 have introduced some Bag of Freebies (BoF) 

techniques to help improve the model’s performance without 

increasing training costs, like Planned re-parameterized con-

volution, Coarse for Auxiliary, and Fine for Lead loss. Re-

parameterization is used after training to boost the model’s 

inference results. Model level and Module level ensemble re-

parametrization are the two categories used to finalize mod-

els. The Lead Head in YOLOv7 is the head in charge of the 

final output. The Auxiliary Head is the head that assists train-

ing in the middle layers and and boosts the model learning. 

YOLOv7 models include the YOLOv7 version optimized for 

standard GPU computing, YOLOv7tiny optimized for edge 

GPU, and YOLOv7-W6 cloud GPU computing. Contrary to 

all versions of the YOLOv7 model, which use SiLU as the 

activation function, the YOLOv7-tiny utilizes leaky ReLU. In 

this research, due to hardware limitations, we only utilized the 

YOLOv7 and YOLOv7-tiny models. The network architec-

ture of YOLOv7 is depicted in Fig.2. According to the struc-

tural diagram, the YOLOv7 network comprises three compo-

nents, namely the input network, backbone network, and head 

network. The input network preprocesses the image by resiz-

ing it to 640 x 640 x 3 before feeding it into the backbone 

network. The Cross mini-Batch Synchronization (CBS) com-

posite module, efficient layer aggregation networks (ELAN) 

module, and MP module are utilized to iteratively reduce the 

length and width of the feature map by a factor of 1/2. Addi-

tionally, the number of output channels is doubled compared 

to the number of input channels. 

To commence the training process, a set of hyper-parameters 

needed to be established. The training was conducted using a 

Kaggle GPU P100, as it offered sufficient resources for the 

task. The system specifications, along with the defined hyper-

parameters employed to guide the training process, are pre-

sented in Table 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table2: Hyper-parameter setting for the YOLOv7 model 

Hyper-parameter Value 

Batch Size 16 

Epochs 100 

Optimizer Adam 

Image Size 640×640 

lr0   0.01 

lrf 0.1 

momentum 0.937 

weight_decay 0.0005 

warmup_epochs 3.0 

warmup_momentum 0.8 

warmup_bias_lr 0.1 

GPU Memory 16 GB 

GPU Kaggle GPU P100 

Fig.2:  
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5. Results and Discussion 

5.1. Evaluation Metrics 

The metrics employed to assess the performance of the sug-

gested Arabic sign language detection models are recall, pre-

cision, and mean Average Precision (mAP0.5 and mAP 0.5-

0.95). Precision is an index of exactness that defines the per-

centage of false positives in the dataset. Conversely, recall 

measures a match’s goodness and a model’s effectiveness in 

identifying positive labels [17]. The mAP computes a score 

by comparing the predicted box to the reference bounding 

box. A higher score is an indicator of a better detection model. 

The equations [1], [2], and [3] denote Precision (P), Recall 

(R), and mean Average Precision (mAP) respectively: 

𝑃 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

                           (1) 

𝑅 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

                           (2) 

𝑚𝐴𝑃 =
1

𝑛
∑ 𝐴𝑃𝑗

𝑛

𝑖=1

                        (3) 

where: 𝐴𝑃 = ∫ 𝑃(𝑅)𝑑𝑅
1
0 , TP= True Positive, FP= False Pos-

itive, FN= False Negative, n= the number of classes. 

5.2. Performance Evaluation 

The performance evaluation metrics of YOLOv7-tiny is sum-

marizes in Table 3. YOLOv7 medium models, and different 

YOLOv5 models trained on the ArSL21L dataset, like Recall, 

Precision, and mAP values. YOLOv7 medium model has the 

highest mAP0.5 and mAP0.5:0.95 scores of 0.9909 and 

0.8306, respectively, of the models. It has outperformed not 

only YOLOv5m but also YOLOv5l in terms of mAP0.5 and 

mAP0.5:0.95 scores. Furthermore, in terms of mAP0.5 and 

mAP0.5:0.95 scores, the YOLOv7-tiny model has not only 

surpassed YOLOv5s but also YOLOv5m. YOLOv5s, on the 

other hand, has the lowest mAP0.5 and mAP0.5:0.95 scores 

of 0.9408 and 0.7661, respectively. 

 

 

For various threshold values, the Precision-Recall curve (PR 

curve) represents the tricky balance between recall and preci-

sion [5]. AP is the area under the PR curve in Equation (9), 

and mAP is the average of APs from different classes. The 

number of test sample classes is denoted by N. N = 32 because 

the dataset contains 32 Arabic Alphabet Sign Language cate-

gories. The greater the area under the curve, the higher the 

precision and recall values. High precision is associated with 

a low false positive rate, whereas high recall is associated with 

a low false negative rate. The Precision-Recall curves for the 

YOLOv7 tiny and medium models are shown in Fig.3, re-

spectively. 

 

For training, the training and validation sets were fed into the 

network. Fig.4, depicts the evaluation metrics and the loss 

function value curves of the training and validation sets after 

100 batches of training. There are three types of losses in the 

loss curves: detection frame (box) loss, detection object (ob-

jectness) loss, and classification loss. The box loss indicates 

whether an algorithm can precisely locate an object’s center 

point and whether the detection target is surrounded by the 

predicted bounding box. The more accurate the prediction 

bounding box, the smaller the loss function value. The object 

ness loss function is a probability measure of the detection 

Model Precision Recall mAP 

0.5 

mAP 

0.5:0.95 

YOLOv5s 0.953 0.9408 0.9784 0.7661 

YOLOv5m 0.968 0.9468 0.9842 0.7768 

YOLOv7-

tiny[ours] 

0.964 0.964 0.988 0.811 

YOLOv5x 0.9758 0.9743 0.9896 0.8224 

YOLOv5l 0.9787 0.9766 0.9909 0.8306 

YOLOv7-me-

dium[ours] 

0.982 0.983 0.992 0.836 

Table 3: Evaluation of YOLOv7 tiny and medium models on the 
validation set of ArSL21 dataset 
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target’s presence in the region of interest. The higher the ac-

curacy, the smaller the value of the loss function. The classi-

fication loss denotes the model’s capability to correctly iden-

tify a given object category. The lower the loss value, the bet-

ter the classification. Validation metrics reveal that the 

model’s performance gradually improved throughout the 

training process, which indicates that the model converged 

quickly and produced good results. Following training, the 

model was tested using the ArSL21 dataset’s test set. Fig.5 

depicts some examples of Arabic alphabet sign language de-

tection. The left column represents a batch of test images of 

the ArSL21 dataset with ground truth bounding boxes labeled 

"Ground truth batch." The same batch of images is shown in 

the right column but with the bounding boxes predicted by the 

proposed YOLOv7 medium model. 

 

6. Conclusions 

This paper presents a comprehensive outline of the design of 

an Arabic Sign Language Detection system utilizing 

YOLOv7, discussing network architecture, parameter set-

tings, and the Arabic Sign Language Letter Dataset 

(ArSL21L). The study involved experiments with YOLOv7 

      

      

Fig.3: illustrates the Precision, Recall and F1 curves. Figures 3.a, 3.b, and 3.c for Tiny model where 3.d, 3.e, and 3.f for Medium 

model respectively 



Mazen and Ezz-Eldin 

 

 

DOI: 10.21608/FUJE.2023.216182.1050 46 Fayoum University Journal of Engineering, 2024, Vol: 7 (1) 

 

models (T, m) and comparisons to YOLOv5 models (s, m, l, 

x). The results indicate that the YOLOv7-based models 

demonstrated superior performance compared to the 

YOLOv5-based models in terms of Precision, Recall, 

mAP0.5, and mAP0.5:0.95 scores. Efforts toward future re-

search will strive to extend this proposed alphabet detector for 

Arabic Sign Language to facilitate word and sentence recog-

nition 
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