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  Abstract 

Coffee is one of the most consumed beverages in the world. It is crucial in the econ-
omy of many industrial companies in developing countries. This study proposes a 
deep learning algorithm called Mask RCNN to segment coffee leaves from complex 
real-world backgrounds and classify them as healthy and unhealthy. The RoCole 
dataset was manually labeled using the VGG Image annotator. The algorithm uses 
Resnet101 and the FPN architecture for feature extraction. The RPN creates region 
proposals for each feature map to separate the input image from the background. 
The system has a high-test accuracy of 97.76% for the binary classifier. If the image 
is classified as unhealthy, it goes through another segmentation stage based on the 
HSV color model to highlight the defective areas of the coffee leaf. The instance seg-
mentation results showed that the mAP@50:95 was 100%, the recall@50:95 was 
84.5%, and the F1-score was 91.6%. 
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1. Introduction 

Coffee is the most important agricultural product in inter-

national trade. It is a major commodity on the global mar-

ket and provides a source of revenue for millions of peo-

ple concerned with the crop’s cultivation, marketing, and 

processing. More than 50 developing countries in Africa, 

Asia, and South America are involved in coffee production 

and exportation to consumers in the industrialized coun-

tries. Coffee leaf Plant diseases are one of the main factors 

to decrease the yield and the quality of global agriculture 

production. Some of the main problems in coffee crops 

that affect the coffee tree, causing losses and reducing 

productivity, are pests, bacteria, fungi, nematodes, and 
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viruses. Other causes are lack of essential nutrients for the 

growth of plants, water, and light. Early identification, 

classification, and localization of coffee leaf Plant diseases 

reduce the chance of economic losses with the production.  

To ensure coffee products’ competitivity, reliability, qual-

ity standards, and productivity, automatic image pro-

cessing tools based upon intelligent techniques are para-

mount over visual features methods. Such a machine vi-

sion system can make decisions at a high-speed rate. This 

paper proposes a method for detecting and classifying the 

affected parts of the coffee leaf using image segmentation 

and classification techniques. First, mask RCNN is used 

during the instance segmentation phase. Second, a trans-

fer learning VGG16 pre-trained model is used for the clas-

sification stage to classify the segmented image into 

healthy or unhealthy leaves. Finally, an HSV-based seg-

mentation is applied to the unhealthy image to detect the 

diseased parts. 

2. Related Research 

Many methods, which depend on color, texture features, 

classical machine learning, and deep learning, have been 

developed to classify coffee leaf diseases. Yebasse et al. 

(2021) used Visualization techniques like Grad-CAM, 

Grad-CAM++, and Score-CAM to highlight significant areas 

responsible for the model’s classification. In their study, 

they demonstrate the relevance of visualization in coffee 

disease classification. In support of their argument, they 

present the naïve approach and the guided approach, us-

ing the Residual U-block (RSU) and the nested U-structure 

for object detection (2020) and compare their accuracy 

and visualization results. The guided approach achieved a 

classification accuracy of 98%, while the naïve approach 

achieved an accuracy of 77% on the Robusta coffee leaf 

image dataset (RoCole). They developed a practical 

method to localize coffee diseases without having to use 

annotating images with object bounding boxes during 

training.  

Manso et al. (2019) developed a mobile application to de-

tect and classify coffee leaf rust and miner diseases. They 

tested the k-means algorithm, the Otsu method, and the 

iterative threshold method after transforming the input 

image to YCbCr color space for the segmentation stage. 

They calculated attributes of color and texture for feature 

extraction. Finally, they used Artificial Neural Network 

trained with Backpropagation and Extreme Learning Ma-

chine for the classification stage. They achieved a classifi-

cation accuracy of 96.013%. 

Valliammal, N., Geethalakshmi, S. N (2012), a 3-stage seg-

mentation approach for plant leaf images using fuzzy clus-

tering is proposed. In the first stage, the input image was 

transformed to grayscale and then passed through a me-

dian filter to reduce noise. Secondly, some morphological 

operations like opening and closing was applied to 

smoothen the image. Then, Wavelet transform in the third 

stage was utilized to get the leaf boundaries. Finally, a 

Fuzzy threshold was employed to get the exact shape and 

edges of the leaf.  

Gao and Lin (2019) presented a fully automatic and accu-

rate segmentation approach for medicinal plant leaf im-

ages in complex background. First, they tried OTSU seg-

mentation on different component images. Next, the im-

age gradient was utilized to get an accurate foreground by 

enhancing and extracting the veins. Finally, they used the 

marker-controlled watershed approach to realize image 

segmentation. They conducted several experiments on a 

widely used database and another self-built database. 

Convolutional neural networks (CNN) and transfer learn-

ing are a class of deep learning neural networks and have 

acquired a broad application in image classification. They 

are powerful visual models that yield hierarchies of fea-

tures. In research by Kumar et al. (2020), a transfer learn-

ing platform using the Inception v3 pre-trained model for 

detecting and classifying healthy and defected coffee 

plants is presented. They used data augmentation to in-

crease the number of images in the training set. As a re-

sult, they achieved a classification accuracy of 97.61%.  

In another research, Esgario et al. (2021) developed an 

Android platform application to help farmers identify cof-

fee leaf diseases and pests. They utilized two of the state-

of-the-art semantic segmentation architectures for the 

segmentation stage, UNet, Ronneberger et al (2015), and 
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PSPNet, Zhao et al (2017). They developed a framework 

to integrate the segmentation and classification tasks. In 

the segmentation stage, the model can segment each dis-

ease from the leaf and feed it to the classification network 

to classify each one. They achieved a mean Intersection 

over Union of 94.85% for semantic segmentation using 

UNet. As a result, they reached a classification accuracy of 

97%.  

Hsiao et al. (2014) conducted a comparative study on dif-

ferent techniques used for leaf image recognition. They 

proposed a novel learning-based leaf image recognition 

framework for automatic plant identification, where they 

formulated a leaf identification problem as a sparse rep-

resentation problem. It encompasses two stages, the 

learning stage and the recognition stage. Sparse represen-

tation techniques efficiently solved various computer vi-

sion problems like action recognition and face recogni-

tion.  

In a recent study, Esgario et al. (2019) used deep learning 

approach to classify and estimate the severity of coffee 

leaf biotic stress. They developed a new dataset of coffee 

leaf images to accomplish their experiments. In addition, 

they used data augmentation techniques to enlarge their 

dataset and enhance system robustness. Using ResNet50 

architecture, they reached an accuracy of 86.51% for se-

verity estimation and 95.24% for the biotic stress classifi-

cation.  

Liang et al. (2019) designed an efficient multitasking sys-

tem called PD2 SE-Net to diagnose diseases, recognize the 

plant species and estimate the severity of diseases. They 

used the Plant Village dataset to conduct their experi-

ments. They reached an overall accuracy of 98%, 99%, 

and 91% for plant disease classification, plant species 

recognition, and disease severity estimation, respectively. 

Tassis et al. (2021) proposed an integrated framework by 

using different convolutional neural networks (CNN) to 

automate detection/recognition of lesions from in-field 

images collected via smartphone containing part of the 

coffee tree. In the first stage, they used a Mask R-CNN net-

work for instance segmentation; in the second stage the 

UNet and PSPNet networks for semantic segmentation 

and finally, in the third stage, a ResNet for classification. 

For the Mask R-CNN network, they obtained a precision 

of 73.90% and a recall of 71.90% in the instance segmen-

tation task. For the UNet and PSPNet networks, they ob-

tained a mean intersection over union 

of 94.25% and 93.54%, respectively.  

In their study, Jadhav S. B. et al. (2021) proposed an effi-

cient soybean diseases identification method based on a 

transfer learning approach by using pretrained AlexNet 

and GoogleNet convolutional neural networks (CNNs). 

Their proposed AlexNet and GoogleNet CNNs were 

trained using over 1000 image samples of diseased and 

healthy soybean leaves to identify three soybean diseases. 

They used the five-fold cross-validation strategy. The pro-

posed AlexNet and GoogleNet CNN-based models 

achieved an accuracy of 98.75% and 96.25%, respectively.  

To classify diseases in bell pepper leaves, Bhagat, M. et al. 

(2023) employed three features such as local binary pat-

tern (LBP) features, visual geometry group network 

(VGG-16) features and fused LBP & VGG-16 features. The 

accuracy obtained with random forest classifier for pep-

per bell dataset, where images captured in the farm, with 

LBP feature, VGG-16 feature and LBP + VGG-16 fused fea-

ture are 78.11%, 92.28% and 99.75% respectively.  

Upadhyay, S. K. and Kumar, A. (2022), proposed an effec-

tive approach for recognition and identification of rice 

plant disease based on size, shape, and color of lesions in 

the leaf image. Their proposed model applies Otsu’s global 

thresholding technique to perform image binarization to 

remove background noise of the image. The offered 

method based on fully connected CNN was trained using 

4000 image samples of each diseased leaves and 4000 im-

age samples of healthy rice leaves, to detect the three rice 

diseases. Results show that the nominated fully connected 

CNN is fast and effective approach, which provides an ac-

curacy of 99.7% on the dataset.  

Sachar, S., and Kumar, A. (2022) developed an Ensemble 

Deep Learning- Automatic Medicinal Leaf Identification 

(EDL-AMLI) classifier based on the weighted average of 

the pre-train neural networks MobileNetV2, InceptionV3, 

and ResNet50 outputs. They showed that the EDL-AMLI 
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classifier outperformed the Dense Layer classifier of the 

state-of-the-art pre-trained MobileNetV2, InceptionV3, 

and ResNet50 models. Their model achieved 99.66% ac-

curacy on the test set and average accuracy of 99.9% us-

ing threefold and fivefold cross validation.  

In research by Fenu, G., Malloci, F. M. (2022), the issue of 

plant diseases classification was addressed. Two plant 

species and five biotic stresses are analyzed using differ-

ent architectures, such as EfficientB0, MobileNetV2, In-

ceptionV2, ResNet50 and VGG16. Experiments show that 

model performance drops drastically when using repre-

sentative datasets. In detail, MobileNetV2 and Efficient-

NetB0 achieved very close performance for laboratory da-

tasets and outperformed the other architectures. Mo-

bileNetV2 scored 87.02% (RoCoLe), 87.31% (Plant Pa-

thology), while EfficientNetB0 scored 82.90% (RoCoLE) 

and 82.57% (Plant Pathology). VGG16 achieved high re-

sults for the BRACOL (96.54%) and Plant Village (97.84%) 

datasets but had a marked decline in accuracy for the field 

datasets, 79.83% for RoCoLe, and 70.11% for Plant Pa-

thology. Lower results across all datasets were recorded 

by ResNet50. 

The rest of the paper is organized as follows: Sect. 3 illus-

trates the dataset. Sect. 4 describes the proposed segmen-

tation model. Sect. 5 demonstrates the classification sys-

tem for distinguishing between the healthy and the un-

healthy coffee leaf classes. In Sect. 6, the proposed classi-

fication system is tested, and the results are discussed. Fi-

nally, Sect. 7 offers the conclusion. 

3. The Dataset  

The Robusta coffee leaf images dataset (RoCoLe), Parraga-

Alava, J. et al (2019), will be used in this paper. It has 1560 

coffee leaf images, 791 for healthy leaves and 769 for un-

healthy leaves. A smartphone camera took images in the 

same coffee plant field in natural conditions. In addition, 

images of healthy and infected leaves’ upper and back 

sides were taken. Figure 1 shows examples of dataset 

healthy and unhealthy leaves, respectively. 
 

 
          (a)                       (b) 

Figure 1. samples from RoCole leaves (a) Healthy leaf and (b) 

Unhealthy leaf. 

4. Segmentation Phase 

For instance segmentation, the Mask RCNN model is pro-

posed, considered one of state-of-the-art convolutional 

neural networks. Instance segmentation means it can fig-

ure out the location and the pixels belonging to the object 

(i.e., coffee leaf). Figure 2 shows the general framework 

of the Mask RCNN architecture. It has three branches; the 

first one is used to output the class label, the second pro-

duces a bounding box for the candidate object, and the 

third branch produces the object mask (Region of Inter-

est). 

 
Figure 2. Framework of the proposed Mask RCNN, Johnson, J. W. 

(2018). 
 

In order to perform instance segmentation, VGG Image 

Annotator (VIA), Dutta, A. et al (2019), has been used to 

separate coffee leaves from the complex background with 

polygon masks. VIA is a simple, standalone manual anno-

tation software for images, audio, and video. Figure 3 

shows samples of the manually annotated images of the 

RoCole dataset using the VIA tool. The annotation file is in 

“JSON” format, which contains the coordinates of all the 

polygons manually drawn on the images. The training set 

(1412 images) and test set (148 images) have been la-

beled separately. The annotation file of the test set carries 

the exact name of the training set’s annotation file. 
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Figure 3. samples of manually annotated images. 

 

Error! Reference source not found. 1 summarizes the pa-

rameter settings of Mask RCNN. In the original implemen-

tation of Mask RCNN, the mask shape is 28 x 28. When set-

ting mask shape to this value, the masks have straight-

edged cut-offs or stair-like edges, as shown in Figure 4. 

 

Table 1. Parameter settings of Mask RCNN 

 

Parameter Value 

STEPS_PER_EPOCH  100 

VALIDATION_STEPS 50 

BACKBONE resnet101 

RPN_ANCHOR_RATIOS [0.5,1,2] 

RPN_NMS_THRESHOLD  0.7 

RPN_TRAIN_ANCHORS_PER_IMAGE   128 

POST_NMS_ROIS_TRAINING  2000 

POST_NMS_ROIS_INFERENCE  1000 

IMAGE_RESIZE_MODE  square 

IMAGE_MIN_DIM  1024 

IMAGE_MAX_DIM  1024 

USE_MINI_MASK  True 

MINI_MASK_SHAPE (56,56) 

MASK_SHAPE  [56, 56] 

DETECTION_NMS_THRESHOLD          0.3 

LEARNING_RATE  0.001 

LEARNING_MOMENTUM  0.9 

WEIGHT_DECAY 0.0001 

DETECTION_MIN_CONFIDENCE 0.9 

NUM_CLASSES 2 

IMAGES_PER_GPU 1 

 

 
 

Figure 4. 28 x 28 mask with straight edged cut offs and stair like 

edges. 

 

For higher quality and smooth masks, we modified the de-

sign of the Feature Pyramid Network (FPN) by adding an-

other Conv2DTranspose layer which acts as upsampling 

layer resulting in a mask shape of 56 x 56. 

RPN_TRAIN_ANCHORS_PER_IMAGE parameter has been 

decreased from 256 to 128 to avoid memory crashes. 

NUM_CLASSES has been set to 2 since we have two clas-

ses, the background class and the coffee_leaf class. 

USE_MINI_MASK parameter has been set to True due to 

high-resolution images of the Rocole dataset. The highest 

resolution is 2322 x 4128, and the lowest resolution is 720 

x 1280. Figure 5 illustrates the idea of using the mini 

mask. IMAGE_RESIZE_MODE has been set to square, 

which means that all images will be resized and padded 

with zeros to get a square image of size 

[IMAGE_MAX_DIM, IMAGE_MAX_DIM]. IMAGE_MAX_DIM 

has been set to 1024, which means that all images will be 

resized to 1024 x 1024. 

Figure 5. Idea of using mini mask in Mask RCNN. 

 

5. Classification Phase 
 

Traditional machine learning and deep learning algo-

rithms are designed to work separately. Those models are 

Mask Pre-

diction 

Mask 

overlaid 

on input 

image 

Resized 

mask 

 56 x 56 

Input 

Image 
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trained for a specific task. Once the feature-space distri-

bution changes, the model must be rebuilt from scratch. 

Transfer learning has conquered the isolated learning ap-

proach, and the knowledge acquired for one task is uti-

lized to solve related ones, Zhuang, F. et al (2021). Moreo-

ver, using a pre-trained model, the same result can be ac-

complished using far fewer data. Training models using 

transfer learning improve their generalization ability and 

make them more accessible to non-experts in the deep 

learning field. We used the VGG16 model; a pre-trained 

model trained using the ImageNet dataset with 1000 clas-

ses.  

The original VGG16 has two main parts, the convolutional 

base, and the classifier. The convolutional base has five 

convolutional blocks. The first and second blocks have 

two convolutional layers and one Maxpooling layer. On 

the other hand, the third, the fourth, and the fifth convolu-

tional blocks have three convolutional layers and one 

Maxpooling layer. The convolutional base part is kept the 

same as the original VGG16 architecture.  

Furthermore, we added a flatten layer to change the di-

mensions of the tensor input of the previous layer and en-

sure that the output size is a 1x1 tensor with a length cor-

responding to the input tensor volume. The original clas-

sifier part is discarded. A new Fully connected layer of 512 

neurons and relu activation function is added. Dropout, 

Nandini, G. S. et al (2021), is an effective and powerful reg-

ularization technique that aims to randomly drop out or 

ignore several neurons during the training phase. It is an 

excellent means to reduce overfitting, so a dropout layer 

with a dropout rate of 0.5 is added after the Fully con-

nected layer. Finally, a fully connected layer of one neuron 

and sigmoid activation function is added since our prob-

lem is a binary classification problem. 

 

6. Experimental Results and Discussion 
 

Figure 6 shows the output of different stages of the de-

sired system. Figure 6 (a) shows samples of the input im-

ages to the mask RCNN model. Figure 6 (b) shows the 

output mask overlaid on the input image. Next, the output 

mask is bitwise ANDed with the input image producing 

the segmented image shown in Figure 6 (c). The output 

of the segmentation stage is then passed to a binary clas-

sifier to determine whether the segmented image is 

healthy or unhealthy. If the output class of the binary clas-

sifier is unhealthy, the segmented image will later be 

passed through another segmentation stage based on the 

HSV color model to highlight the diseased parts of the cof-

fee leaf. The result is shown in Figure 6 (d). 

 

 

 

 
(a)          (b)           (c)          (d)                                                    

 

Figure 6. Samples of the mask RCNN segmentation model re-

sults. (a) Input image, (b) mask overlaid on input image, (c) the 

segmented image, and (d) the diseased part. 

 

For classification, all images have been resized to 256 x 

256. The VGG16 model was then trained using center 

resized crops of 224 x 224 with a learning rate of 

0.002290867641568184 for 30 epochs and a batch size of 

16. The dataset is split the following way: 80% for training 

and validation, corresponding to 1248 images, 20% for 

the test, 151 for healthy leaves, and 161 for unhealthy 
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leaves. To increase the number of images in the training 

and validation dataset, we have employed data augmenta-

tion techniques, Buslaev, A. et al (2020). Data augmenta-

tion incorporates modified copies of existing data to en-

hance the model's performance and generalizability. Ex-

amples are horizontal and vertical flipping, shift scale ro-

tation, and random brightness contrast. To demonstrate 

the effect of the segmentation phase, we have trained two 

models, one using the controlled background Rocole da-

taset and another using the complex background version. 

Figure 7 shows train and validation loss curves for such 

VGG16 two models. 

 

 
(a) 

 

 
(b) 

 

Figure 7. VGG16 Model loss curves (a) controlled background 

and (b) complex background 

 

The training loss and the validation loss curves decrease 

and stabilize at about the same error value and the same 

epoch. Therefore, the model accurately fits the training 

data. The training dataset is learned perfectly. Results 

indicate that no further training is needed. However, the 

learning curve for the complex background shows noisy 

movement of the validation loss around the training loss 

after 1750 iterations which correspond to 22 epochs. This 

noisy movement suggests that the validation dataset, for 

the complex background, has too few examples compared 

to the training dataset and does not provide sufficient in-

formation to evaluate the ability of the model to general-

ize after 22 epochs. Therefore, end training at 22 epochs 

for the complex background Rocole dataset is reasonably 

fair. 

Sensitivity and precision are two statistical performance 

measures for classification tests. Sensitivity, also known 

as recall, is the prediction model’s ability to select the in-

stance of a particular class from the dataset. It is the pro-

portion of the actual positive classes which are correctly 

identified. On the other hand, precision is defined as the 

proportion of the predicted positive classes which are cor-

rectly identified. Overall prediction accuracy is another 

useful statistical measure that describes the performance 

of a classifier. Overall prediction accuracy is the propor-

tion of the total number of correct predictions. F1-score, 

another essential evaluation metric, measures a model’s 

accuracy on a dataset. It is used to evaluate binary classi-

fication systems. It is the harmonic mean of the model’s 

precision and recall.  

Tables 2 and 3 show the confusion matrix of the classifi-

cation model trained using the controlled background and 

the complex background Rocole dataset. The performance 

measures of the classifier for both two datasets in terms 

of the F1-score, precision, and recall metrics are shown in 

Figure 8 Simulation results show that the class F1-score 

and the overall prediction accuracy are very close in value, 

about 97.76% for the controlled dataset and about 

95.51% for the complex dataset. This result is expected 

since both datasets are balanced. In addition, results re-

veal that the segmentation phase has improved the over-

all model accuracy by 2.25%, which is an outstanding 

achievement.   

The binary classifier using the two datasets shows high 

scores for both precision and recall. Thus, the model is 
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perfect, and it returns accurate results. However, classifi-

cation using the controlled background Rocole dataset is 

more precise and sensitive. It ranges from 96.15% to 

99.34%. Whereas classification using the complex back-

ground Rocole dataset ranges from 93.63% to 97.42%.

 

Table 2. Confusion matrix of the classification model using the controlled background Rocole dataset 

 

 Predicted Class  

Actual Class Healthy Unhealthy Class Sensitivity (Recall) % 

Healthy 150 1 99.34 

Unhealthy 6 155 96.27 

    

Class Precision % 

Class F1-score % 

96.15 

97.72 

99.36 

97.79 

Overall Prediction Accuracy = 

97.76% 

 

Table 3. Confusion matrix of the classification model using the complex background Rocole dataset 

 

 Predicted Class  

Actual Class Healthy Unhealthy Class Sensitivity (Recall) % 

Healthy 147 4 97.35 

Unhealthy 10 151 93.79 

    

Class Precision % 

Class F1-score % 

93.63 

95.45 

97.42 

95.57 

Overall Prediction Accuracy = 

95.51% 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 8. Performance measure of the classifier for the controlled and the complex dataset 

Notes: H. L. stands for healthy leaf, and U. L. stands for unhealthy leaf 

90.00%

92.00%

94.00%

96.00%

98.00%

100.00%

F1-Score
(H. L.)

F1-Score
(U. L.)

Recall
(H. L.)

Recall
(U. L.)

Precision
(H. L.)

Precision
(U. L.)

Controlled  Database (Overall Accuracy = 97.76%)

 Complex Database (Overall Accuracy = 95.51%)
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Some correct and misclassified images of the controlled 

and the complex background Rocole dataset are shown 

in tables 4 and 5, respectively. The sun’s rays sneaking 

through the trees and falling over parts of the leaves 

yielding bright spots are a typical pattern for misclassi-

fication. 

 

Table 4. Samples of the correct classification model results. (a) The controlled background Rocole dataset. (b) The complex back-

ground Rocole dataset 

 

 

 

    
Actual Image 
Predicted Image 

Healthy 
Healthy 

Healthy 
Healthy 

Unhealthy 
Unhealthy 

Unhealthy 
Unhealthy 

(a) 
 

 

 

    
Actual Image 
Predicted Image 

Healthy 
Healthy 

Healthy 
Healthy 

Unhealthy 
Unhealthy 

Unhealthy 
Unhealthy 

(b) 
 

Table 5. Samples of the misclassified classification model results. (a) The controlled background Rocole dataset. (b) The complex 
background Rocole dataset 

 

 

 

 

 

   
Actual Image 
Predicted Image 

Unhealthy 
Healthy 

Unhealthy 
Healthy 

Unhealthy 
Healthy 

Healthy 
Unhealthy 

(a) 
 

 

 

    
Actual Image 
Predicted Image 

Healthy 
Unhealthy 

Healthy 
Unhealthy 

Healthy 
Unhealthy 

Unhealthy 
Healthy 

(b) 
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Results of the proposed modified Mask RCNN model are 

compared to previous studies conducted using the 

"RoCole" dataset, Fenu, G., Malloci, F. M. (2022). Table 6 

shows the accuracy, precision, and F1-score of our pro-

posed modified Mask RCNN model, EfficientB0, Mo-

bileNetV2, InceptionV2, ResNet50 and VGG16. It is seen 

that our proposed model has outperformed the other 

five models. It has achieved at least 10.74% increase in 

accuracy over the other five models. Evaluating the 

models using the precision, and F1-score metrics con-

firms the rankings identified with the two metrics, in 

which our proposed modified Mask RCNN performed 

best, followed by MobileNetV2. 

 

 

Table 6. Comparison of various studies conducted using the "RoCole" dataset, Fenu, G., Malloci, F. M. (2022) 

 

Model Accuracy Precision F1-Score 

EfficientNetB0 82.90% 85.91% 82.18% 

InceptionV2 85.36% 87.27% 85.16% 

MobileNetV2 87.02% 89.23% 86.83% 

ResNet50 67.40% 72.47% 85.45% 

VGG16 79.83% 83.38% 79.28% 

Our proposed modified Mask RCNN 

model 

97.76% 100% 91.60% 

 

7. Conclusion and Future Work 
 

This paper presents a three-stage system: segmentation, 

classification, and disease localization of the coffee leaf. 

First, we developed a controlled background version of 

the RoCole dataset. Then, we created ground truth 

masks for the RoCole dataset using the VIA tool to fur-

ther use in coffee leaf segmentation tasks. Mask RCNN is 

used during the instance segmentation phase. In con-

trast, transfer learning with the VGG16 pre-trained 

model is used for the classification stage to classify the 

segmented image into healthy or unhealthy leaves. The 

binary classifier achieved a test accuracy of 97.76%.  

Further, an HSV-based segmentation is applied to the 

unhealthy image to detect the diseased parts. We utilize 

the mini mask idea to adopt high-resolution images dur-

ing the instance segmentation phase. This paper also in-

vestigates the effect of the mini mask size on producing 

high-quality masks. We have modified the design of 

Mask RCNN to produce a mini mask of 56 x 56 instead of 

28 x 28 to get rid of the straight-edged cut-offs and stair-

like edges. The proposed models show superior 

performance in all stages. The instance segmentation 

model achieved a mean average precision of 100% at In-

tersection over Union of [0.5:0.95] and an F1-score of 

91.6%. In the future, we aim to develop a mobile appli-

cation to help farmers classify coffee leaf plants into 

healthy and unhealthy and localize the diseased part. 

Future research lines will focus on investigation of other 

image segmentation and classification algorithms and 

on deploying the best model as a mobile application to 

assist untrained workers in recognizing healthy coffee 

leaf plants. Moreover, further study will focus on using 

other benchmarked datasets to analyze the behavior of 

the proposed model. 
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