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  Abstract 

The fast growth of communication technology has resulted from the desire for in-

formation globalization. Satellite communication systems, which have the benefits 

of extensive coverage and minimal requirements on the geographical environment 

as compared to terrestrial communication systems, are progressively becoming the 

principal competitive arena of next-generation communication. The low-orbit 

(LEO) communication satellite has a high data transmission rate, a short communi-

cation latency, and a near proximity to the earth. The conventional geostationary 

orbit communication market has worsened as a result of the fast expansion of ter-

restrial communication technology and Internet technology, and the development 

of low-orbit satellite communication has become a general trend. Satellites with the 

same tasks are getting smaller and smaller, and the cost is getting lower and 

cheaper, thanks to the rapid growth of the integrated circuit industry. Furthermore, 

the new technology represented by the reusable rocket can cut the cost of launching 

a LEO satellite even further, making the development of a LEO communication sat-

ellite network more affordable and viable. In comparison to the terrestrial commu-

nication network, the LEO satellite network can provide communication services 

that span the whole globe and can support communication in distant places, moun-

tainous areas, and maritime areas at a reduced cost. At the same time, the LEO sat-

ellite network differs significantly from the terrestrial network in several ways. 

This research is a survey paper that focuses on routing protocols algorithms for 

LEO constellations networks, to the best of our knowledge. 
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1. Introduction 

One of the essential technologies for future communica-

tions is the satellite network. Traditional geostationary or-

bit (GEO) satellite systems, on the other hand, suffer from 

severe delay and high launch costs. As a result, low-earth 

orbit (LEO) satellites have emerged as a viable alternative 

to GEO satellites' inherent flaws. The inter-satellite con-

nection (ISL) has been created to deliver increased system 

performance and more dependable service in tandem with 

the advancement of LEO technologies. Furthermore, be-

cause of its high data rate and compact terminal size, the 

optical ISL has been highlighted. Varied constellation de-

signs will result in quite different satellite connection situ-

ations and topologies. The most basic need in terms of con-

stellation design is to attain global coverage. There are two 

traditional topologies for regular constellations at the 

same altitude: the Walker star or polar [1,2], and the 

Walker or Rosette [3,4]. The Walker Delta constellation, 

which uses inclined orbits, and the Walker Star constella-

tion, which uses polar orbits, are the two principal LEO sat-

ellite constellations. In this study, four areas of security 

technologies in contemporary satellite networks are eval-

uated based on the function features of satellite networks. 

Furthermore, we examine vulnerabilities to satellite net-

works based on routing processes and discover safe rout-

ing methods. We also compare and contrast the results, as 

well as outline future research areas and difficulties con-

centrating on secure routing issues based on many routing 

protocols.  In a Walker Delta constellation, a group of co-

rotating satellites that move in the same direction is called 

a "mesh". This type of SatCon has two meshes that cross 

each other in opposite directions (i.e., Ascending: from 

southwest to northeast, and Descending: from northwest 

to southeast). Consequently, an inter-mesh link denotes an 

ISL between two satellites in two different meshes, while 

an inter-plane ISL refers to an ISL between two satellites 

in adjacent orbits that lie in the same mesh.  Due to the 

high relative speeds, inter-mesh links usually are not used. 

To reach one mesh from the other, traffic must travel over 

the highest latitudes using Intra-plane ISLs [4], which in-

creases the communication's end-to-end delay.  Even if 

inter-mesh links are established, they will be intermittent 

and lead to frequent topology change if not carefully de-

signed, resulting in significant routing overhead and insta-

bility.  This motivates a reliable and fast inter-mesh link 

design to support routing in LEO SatCon Networks. To the 

best of the authors' knowledge, there is a gap in the litera-

ture regarding the LEO SatCon routing techniques in gen-

eral and specially exploiting inter-mesh linkages. 

 

2. Methodologies 

Satellite constellation networks in low earth orbit (LEO) 

have resurfaced in recent years as a result of their capacity 

to deliver ubiquitous broadband communication [5]. LEO 

satellite constellations are divided into Walker star and 

Walker delta constellations based on their orbit inclina-

tion. Many modern commercial constellations, like as Star-

link and Kuiper, have chosen Walker-delta constellations 

because they give superior coverage in mid-latitudes, 

where the majority of the human population resides [6]. 

Existing LEO satellite constellations have either deployed 

or are proposing to install intersatellite connections (ISLs). 

ISLs can help the system become more self-sufficient and 

less reliant on terrestrial infrastructure. In addition, ISLs 

can assist improve system throughput and delay perfor-

mance [7]. The LEO attitude is shown in the next figure. 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 1: difference between LEO, MEO, GEO  

 

In this paper [5], we investigate the prospect of striking a 

balance between overcoming the challenge of creating in-

ter-mesh linkages in Walker delta constellations and en-

joying the benefits of doing so. A technique for scheduling 

inter-mesh links is suggested that takes into account sev-

eral limitations such as link distance, rotational velocity, 

link setup time, and link switching frequency. Simulations 

on the Starlink constellation demonstrate that with mod-

erate system complexity, average end-to-end latency may 
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be greatly reduced. Suddenly, For Walker delta constella-

tions, we suggested an inter-mesh link scheduling mecha-

nism. We showed how inter-mesh networks may dramati-

cally reduce end-to-end delay while maintaining accepta-

ble system overhead in terms of antenna required and to-

pology update frequency. In future constellation networks, 

we expect that our technique will serve as a starting point 

for more complicated ISL pattern construction. Another 

project underway is the development of routing algo-

rithms for the planned ISL pattern, with the goal of lower-

ing storage overhead and jitter between snapshots. 

 

Analysis of Inter-Satellite Link Paths for LEO Mega-Con-

stellation Networks [9] is another study. The following is a 

list of the work's contributions: For MCNs, an explicit tech-

nique for estimating the ISL hop-count between any 

ground users is presented, providing a theoretical ap-

proach to hop-count analysis and routing design. The algo-

rithm's correctness is confirmed by comparisons with sim-

ulation results. Based on the suggested approach, several 

connections and symmetries between hop-count and user 

pair placement are obtained. The theoretical study shows 

that the hop-count in a given constellation is governed 

solely by the users' latitudes and the absolute value of their 

longitude difference, but not by their relative orientation. 

The hop-count distribution properties of Star-link are ex-

plored, as well as the influence of constellation parameters 

on them. We show that by adjusting the phasing factor, the 

total average hop-count in Star-link may be efficiently re-

duced. Similar findings may be obtained in the regional ex-

ample of the United States and Europe. When users switch 

to a neighboring access satellite, significant differences in 

hop-count and routing can be discovered. The hop-count 

discrepancy in Starlink can be up to 45 hops. 
 

 

 

 

 

 

 

 

 

 

 Figure 2: A multi-hop path connecting two ground users in 

MCNs [9]. 

 

Finally, The ISL hop-count is investigated in this work in 

relation to Walker Delta mega-constellations. The purpose 

is to use ISL relay analysis to get insight into the topology 

and routing architecture of MCNs. A simple and fast hop-

count estimate method is given, which avoids the need for 

sophisticated and expensive simulations. The hop-sym-

metry counts and certain explicable features are then de-

rived. It is discovered that the hop-count value in a partic-

ular constellation is solely defined by the users' latitudes 

and the absolute values of their longitude difference. Com-

parisons with high-resolution MCN simulations are used to 

validate the suggested technique. The ISL hop-count has 

been explored in various settings using our suggested 

technique and derived attributes. 

 When users swap access satellites, we saw a considerable 

change in hop counts. Furthermore, we discovered that the 

hop-count has a geographical distribution that is depend-

ent not only on the spherical distance between users, but 

also on their latitudes. On ISL relays, the effects of constel-

lation settings have also been investigated. The findings 

demonstrate that adjusting a phase factor is a potential 

method for lowering hop-count values without sacrificing 

other performance parameters. In specific US-to-Europe 

user scenarios, similar consequences have been discov-

ered. Phase II's Star-link constellation will be far bigger 

than phase I's [10]. Although this research focuses on a sin-

gle Star-link constellation layer, our suggested hop-count 

analysis method may be used to each layer of the future 

multiple-layer Star-link constellation. Based on this re-

search, we want to do a follow-up study on the influence 

on routing design, in which not only hop count but also 

other factors such as route stability will be examined. A 

routing strategy that selects the route mode with the long-

est sustainable duration and the fewest hops will be an at-

tractive field for further research. The research of latency 

for MCNs with routing in the sky will be addressed in this 

regard. 

 

3. Routing algorithms: 

 
Many satellites have recently been deployed to provide in-

dividual users with global internet broadband connectiv-

ity. As satellite networks become more widely used, secu-

rity concerns become more prominent, particularly with 

regard to the satellite network routing protocol, which en-

sures the regular forwarding of network data. When the 
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routing protocol is attacked, routing discovery and mainte-

nance are not completed, resulting in communication dis-

ruption and data leakage. 

3.1. Routing Geographically Asymmetric 

The Asymmetric Geographical Routing (AGR) algorithm is 

a location-based algorithm extension [11]. The satellite 

uses location-based algorithms to identify the next hop de-

pending on its position and the location of the destination 

terminal [12]. The method ignores satellite overlap and 

handover transitions, both of which might cause the final 

hop to be misrouted. Recent study suggests that each sat-

ellite will offer a list of terminals attached to it to its neigh-

bors to overcome these issues. As a result of this need, the 

size of the satellite payload memory has been considerably 

expanded. AGR offers low-complexity access routing by as-

signing each terminal to a single GW. In the future load bal-

ancing method, the terminal might be allocated to differ-

ent/multiple GWs. The assignment was created to help 

with routing and service planning. Current wire-line and 

satellite routing solutions use a static and symmetric ad-

dressing mechanism for endpoints. Asymmetric and par-

tially dynamic addressing is used by AGR. The GW address 

is fixed and defined by the location of the GW. 

The terminal address is made up of both static (unique ID) 

and dynamic components. The dynamic component con-

tains the satellite ID and user beam number for which the 

terminal is logged on. Packets are transported from the 

terminal to the GW via geographic routing. Because the 

number of GWs is far fewer than the number of terminals, 

the last node's access routing may be handled via local 

routing, as described in [2], but at a significantly lower 

cost. Once a packet from the terminal has been received, 

packets from the GW to the terminal can be sent. This 

should not be an issue because most sessions are started 

through the terminal (client-server model). Once a packet 

is received from a terminal, the GW will record it and keep 

track of each terminal's satellite ID and user beam. Packets 

delivered from the GW to the terminal can be routed using 

any of the virtual node strategies. To account for hando-

vers, AGR augments previous approaches by resolving the 

destination satellite ID and the beam ID (not handled by 

current work). Additionally, AGR is automatically updated 

to aid terminal handover between satellites. When the ter-

minal connects to a rising satellite, it will change its source 

address. 

3.2. Seam-Aware Geographical Routing  

The parts that follow outline the problem of seam discon-

nection, model the impact of the seam on latency and rout-

ing, and compute the impact cycle as a function of the two 

end points' locations. Finally, a unique method for shortest 

path geographical routing is demonstrated using a pseudo 

code of the whole SAGRW routing algorithm. SAGRW cal-

culates the seam location and maps the satellite and desti-

nation locations for each received packet. SAGRW employs 

the mapped coordinates of the destination and satellites to 

execute location-based routing, in which each satellite 

transmits traffic to the next satellite, minimizing the dis-

tance to the destination. In each phase, the algorithm 

moves horizontally or vertically toward the destination. In 

each phase, the algorithm moves horizontally or vertically 

toward the destination. The algorithm creates a lattice of 

shortest paths between the transmitter and the receiving. 

Load-based normal distribution random walks are used to 

improve the load distribution on the lattice. 

Advantages of AGR include the ability to resolve the desti-

nation satellite ID and the beam ID to account for hando-

vers, which complements previous approaches (not han-

dled by current work). In order to facilitate terminal trans-

fer between satellites, AGR is automatically updated. When 

the terminal connects to a rising satellite, it will change its 

source address. AGR handles access (satellite to terminal) 

routing, handover, and satellite identification, which are 

not addressed by conventional virtual node and location-

based routing algorithms. It also simplifies geographical 

access routing and eliminates the need for end customers 

to declare their location. 

 

Figure 3: seam modeling [11] 
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SAGRW and AGR, which provide a unique constellation 

routing strategy in LEO, are discussed. These protocols 

don't rely on precise timing techniques and instead em-

ploy low-complexity algorithms to transport data from 

one terminal to another (or a GW) (which are implicitly 

necessary in current virtual node and virtual topology re-

search). Both approaches allow access routing, simplify 

handover, reduce last hop routing complexity, and elimi-

nate privacy issues [11], [13]. SAGRW uses random walk 

to generate a geographical shortest path lattice and dis-

perse the load on it. While keeping the terminal location 

concealed, it handles handovers, seam disconnections, and 

any-to-any routing. 
 

 

 

 

 

 

 

 

 

 

 

 

 

   Figure 4: LEO Constellation Seam Satellite Grids [11]. 

3.3. The SCSA Algorithm 

The Function of Super Satellites is Proposed [14] the super 

satellite is distinct from conventional satellites in that it 

may store or fuse information that has to be conveyed, as 

well as combine the wavelength requirements of the edge 

with it as the vertex. As a result, super satellites may be 

able to play a larger role in satellite communication. It's the 

foundation for calculating the satellite node's important 

coefficient. 

The following are the features of super satellites: 

I) the super satellites can filter and determine the infor-

mation sent to the same destination node and combine it, 

reducing the use of wavelength;  

ii) The super satellites can filter and determine the infor-

mation sent to the same destination node and merge it, re-

ducing the use of wavelength. 

 iii) Information already stored in the super satellite can 

be delivered immediately to the target satellite, eliminat-

ing the need to collect information from the source satel-

lite and thereby reducing communication costs. 

The SCSA algorithm's first three phases have been accom-

plished. The steps for determining the ISL topology of a 

satellite optical network, finding the matching optical path 

and calculating its cost, and ultimately assigning wave-

lengths are described below. 

1) Define the ISL Topology of the Satellite Optical Network: 

This paper defines a parameter to describe the active state 

of a node in the satellite optical network link topology, 

which is the percentage of active laser link terminals in the 

network link topology, which can also reflect the physical 

connection state. This study also defines the satellite node 

pair connectivity metric in order to better understand the 

network's connection and blocking rate. 

2) Determine the cost of an optical path and the rules for 

assigning wavelengths: This study addresses the data stor-

age and computation capabilities of super satellites in 

depth, based on the RWA technique in [15], and presents 

the particular changes to the algorithm flow as follows: 

The super satellite we propose can only function as the be-

ginning point satellite S of the light path or the end point 

satellite ID of the light path in the process of constructing 

an ideal light path set and a sub-optimal light path set. Be-

cause the super satellite can store, calculate, and re-for-

ward data, communication via it necessitates the re-estab-

lishment of the optical route for relaying. 

This paper considers an optical satellite network of super 

satellite nodes, in which we developed a mathematical 

model for the NeLS and SpacePro constellations, predicted 

and analyzed network topology and ISL characteristics 

over time, and proposed the SCSA algorithm to solve the 

inter-satellite RWA problem. For all-optical routing in the 

satellite network, we calculated the number of wave-

lengths necessary for complete interconnectivity without 

wavelength conversions. In comparison to [15], simulation 

results reveal that the SCSA method can save up to 50% in 

wavelength needs. SpacePro can save the number of super 

satellites to obtain a better result than NeLS, lowering the 

OBPs cost of the system. However, there is a trade-off be-

tween satellite optical network node connection and 

wavelength demand. Under the same limitation, the Space-

Pro constellation proposed in this article may save a cer-
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tain amount of wavelength, and the choice of super satel-

lites can save the maximum wavelength need without sur-

rendering. Walker-SpacePro Star's constellation, as seen 

above, is excellent for constructing satellite optical net-

works. Super satellite capacity is connected to job com-

plexity, and it is a vital stage in the later deployment of 

multi-satellite cooperative networking. The study pre-

sented in this paper aims to reduce the cost of on-board 

lasers, their related modulators, and the cost of creating 

ISLs for future inter-satellite optical/laser communication. 

It has significant reference relevance for the big satellite 

constellation network operator from this standpoint.  

 

3.4. The Media Access Control (MAC) protocol, in 

conjunction with the routing protocol, uses the 

Time Division Multiple Access (TDMA) 

Micro-satellites have bright prospects in the fields of com-

merce, navigation, communication, detection, and military 

because of their small size, low cost, short development cy-

cle, strong flexibility, and survivability [16]. Another re-

search with LEO Micro-Satellite Network Routing Protocol 

based on virtual topology with the development of in-

formatization and the increasement of various demands, 

micro-satellites have bright prospects in the fields of com-

merce, navigation, communication, detection, and military 

because of their small size, low cost Microsatellites, which 

usually function in constellations or networks, may coor-

dinate and share network resources, giving satellite net-

works a high degree of flexibility and reach, as well as be-

ing free of environmental restrictions and simple to set up. 

As a result, microsatellite networks have emerged as the 

primary way of obtaining and processing geographical 

data resources [17,18]. The low-orbit satellite network is 

expected to become a research trend in the future commu-

nication domain [19]. However, due to the high-speed 

movement of satellites, inter-satellite linkages are contin-

ually altering. The constellation network topology changes 

relatively often in comparison to the ground static net-

work. Furthermore, because unexpected link and node 

failures are more common in space, inter-satellite net-

works require frequent link switching and a certain degree 

of convergence [20]. Because the performance of the satel-

lite routing algorithm has such a direct impact on the 

whole communication system's capabilities, it's critical to 

create a routing algorithm tailored to a certain low-orbit 

constellation network [21]. Traditional satellite routing fa-

vors static routing, which takes use of the satellite net-

work's regularity [22], is simple and efficient, but requires 

a lot of storage, and has a poor reaction to node changes 

and connection outages. By acquiring the routing table 

through its own computations, the dynamic routing 

method eliminates the need to save a huge quantity of top-

ological connection data in advance [23,24]. At the same 

time, it is better at dealing with connection changes, but 

the downside is that it consumes some processing re-

sources and adds to the cost of sending data.  

The following things must be considered while creating an 

acceptable and successful routing algorithm based on the 

properties of the above unique Walker constellation: 

(1) Because the constellation's topology evolves over time, 

the routing algorithm must adapt to the changing topology. 

(2) The inter-satellite connectivity circumstances are diffi-

cult. To guarantee efficacy, inter satellites should be able 

to get the most recent link information and then compute 

the best path for data forwarding; ( 

3) The routing algorithm should be convergent and capa-

ble of reacting to crises, such as link failure or satellite pos-

ture changes. 

 

THE DESIGN OF A SATELLITE ROUTING 

PROTOCOL FOR LOW EARTH ORBIT 

Because the micro-nano satellite constellation network ex-

plored in this research is meant to be dependable and low 

latency, and because micro nano satellites have limited re-

sources, a virtual topology-based routing strategy was 

chosen. 

On the one hand, a routing scheme based on virtual topol-

ogy will pre-store the required topology table and routing 

table on the satellite, eliminating the need to calculate the 

routing path during data transmission, saving computing 

resources on the satellite and ensuring lower cost and time 

delay; on the other hand, the network cycle is relatively 

short, and the topology change is relatively small,   Sim-

ultaneously, in order to simplify control of the whole oper-

ation process of the low-orbit constellation, the Media Ac-

cess Control (MAC) protocol, in conjunction with the rout-

ing protocol, uses the Time Division Multiple Access 

(TDMA) approach to enhance network operation. 

THE Publication Views, it can develop a typical satellite 

constellation configuration model in STK based on the low-

orbit remote sensing Walker constellation design and 
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study the changes of same and different orbit connections. 

Then we propose and refine a virtual topology-based sat-

ellite routing technique that can automatically update in 

response to topology changes. It works for satellites in the 

same orbit as well as satellites in separate orbits. The pro-

tocol is modelled using OPNET software, and we may col-

lect associated indicators such as network node latency 

and average network performance at various coding rates. 

The routing scheme's rationale and practicality are con-

firmed by the simulation results. 
 

3.5. Demand Island Split Routing 

Advanced Routing Algorithms for Low Orbit Satellite Con-

stellations is the subject of yet another research. Broadcast 

services with wide coverage and high aggregated through-

put are provided by telecom broadband satellites [23]. The 

majority of today's broadband satellites are GEO satellites, 

which orbit the earth at a height of 36,000 kilometres. Low 

Orbit (LEO) constellations attempt to provide the same ad-

vantages as GEO satellites while reducing satellite-to-

ground delay. Several LEO constellations are being devel-

oped and planned as of 2018. SpaceX, OneWeb, LeoSat, 

Telesat, and others are among them. Inter-Satellite Links 

(ISL) communication during the first or second phase, as 

well as on-board processing capabilities, are included in 

several of these constellations. The LEO constellations 

form a network that includes satellites connected via ISLs 

(as routing nodes) and satellite terminals that dynamically 

connect to one or more satellites. The terminals are forced 

to switch beams and/or satellites due to satellite grid 

movements vs. the earth and ground nodes (terminals). 

The transition of beams and satellites (also known as 

handover) necessitates a change in the satellites' routing 

information. Depending on the geographical distribution 

of the terminals, the rate of change might be extremely 

high, while the delay to propagate these changes to all sat-

ellites is on the order of 100 mSecs. These changes are fre-

quent (a LEO terminal may switch satellites every few 

minutes) and can result in high-rate transients (for 

densely populated service areas). The combination of 

rapid high-rate fluctuations and high latency poses a 

unique problem when it comes to building a routing sys-

tem that can handle frequent changes without packet fail-

ures. Another unique difficulty is service design to ensure 

CIR (Committed Information Rate) and latency.  

 

 

 

 

 

 

 

 

 

 

  Figure 5. Demand Island Autonomous Architecture [23]. 

 

A demand flow is characterized by two end points and a 

bandwidth. The way the traffic is routed on the satellite 

grid will alter if one of the end points is handed over. The 

bandwidth mapped on the ISLs changes when the flow is 

rerouted on the grid, which may have an influence on how 

the bandwidth is allotted for the service and the service la-

tency. Terminals may be linked to numerous satellites in 

some constellations (each satellite link may have different 

capabilities that change dynamically). In this situation, the 

routing method should allow the terminal to make dy-

namic load balancing decisions while preserving the SLA 

for all terminals. This paper tackles the challenge of rout-

ing traffic from a source terminal to a destination terminal 

(linked to many satellites) while ensuring and enabling 

service metrics/quality of service planning (bandwidth 

and latency). Current methods are computationally inten-

sive and do not take into account factors like access rout-

ing and service planning. A new LEO architecture and rout-

ing algorithm are presented (Demand Island Split Rout-

ing). 

 

 

 

 

 

 

 

 

  

Figure 6: Demand Island with 4 Satellites in the GW FoV [23]. 

 

-Virtual topology routing models  

the network's dynamic nature as a collection of static fixed 

configurations or snapshots, the satellite topology, termi-

nals, and Gate Ways (GWs) connections are all fixed in each 

snapshot. Routing or circuit planning can be done for each 
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snapshot utilizing older networking methods. The algo-

rithm determines the time window for each photo. One 

method is to set the time frame duration for each photo to 

be short enough that the topology inside it does not 

change. Virtual topology routing has several flaws: termi-

nals may only be supplied by a single satellite, dynamic 

real-time functionalities such as QoS, and connection fail-

ure events are not handled. Computation and capacity 

planning for each snapshot are required for approving 

new service demand needs and ensuring latency and BW 

requirements for each new service that will be maintained 

during the service's lifecycle. The constellation of satellites 

is replaced by a virtual constellation with set placements 

for the virtual satellites in the virtual node technique. Each 

real satellite is allocated to a virtual satellite at any given 

time. The coupling varies when the satellite constellation 

moves, depending on the identification of the satellite 

nearest to the virtual location. A routing database exists on 

each virtual satellite that shows the next hop for each des-

tination satellite. When a physical satellite is allocated to a 

virtual node, it will use the virtual node routing table until 

the constellation moves it to a different virtual node. The 

destination satellite identity is identified based on the tar-

get terminal address, but the virtual node algorithms do 

not explain how this is done. Capacity and service planning 

are not supported by the virtual node concept. The dis-

tances between the destination terminals and the current 

satellite for each next hop satellite are calculated using lo-

cation-based algorithms, which use the terminals' geo-

graphical position as an extra characteristic. Each routing 

step aims to reduce the physical distance between the 

starting point and the final terminal. Current location-

based methods do not consider how the packet will be 

routed to the correct user beam by the final satellite on the 

way. Because the traffic mapping on top of the grid is dy-

namic, location-based routing does not allow for traffic 

load balancing (all traffic to a particular geographical place 

would travel on the same path) or service planning. An-

other problem may be privacy, since many clients (and 

even laws) may prohibit sharing the specific geographical 

position of the terminal (customer). 

 

-Demand Island Split Routing Algorithm (DSR algorithm) 

 The sub-grid has certain qualities that make demand and 

route planning easier: 

• All ISLs have the same capacity C. (or edges). 

• The total capacity that may be processed for each sub-

grid matches the number of satellites linked to the GW in 

that sub-grid. • The number of edges (or latency) on a path 

between a node and a GW is the same for all potential path-

ways between the node and the GW. Because each sub-grid 

is connected to the GW through two ISLs in the instance of 

GW4, the total capacity that may be routed and processed 

is 2 C. The following definitions apply to Demand Split 

Routing (DSR): 

  

• The node's total demand is the sum of traffic received via 

satellite user beams (i.e. its FoV hexagon) and traffic re-

ceived on its ISL. 

• The access network terminals divide the demand for 

each node into vertical and horizontal dimensions. 

• We treat terminals with multiple satellite connections as 

numerous sub-terminals (one per satellite), and the termi-

nal can dynamically distribute its assigned demand across 

its sub-terminals (terminals and sub-terminals are re-

ferred to as terminals) 

• The overall demand, both vertically and horizontally, 

must not exceed C. 

• The satellite receives demand (IP packets) from termi-

nals or ISLs and passes the packets vertically or horizon-

tally depending on the kind of demand.  

 

 Review of The Demand Island paradigm allows traffic to 

be routed from a terminal to a GW using a low-complexity 

algorithm that achieves the same utilization as Virtual To-

pology routing (using multi path circuits). The hexagon-

based DSR method allows for a dynamic demand split 

across terminals (and sub-terminals) without affecting 

overall throughput. This enables terminals to balance their 

allotted demand among their serving satellites based on 

connection circumstances without having to re-plan or re-

allocate the service circuit. The Demand Island strategy is 

the first to provide tight service (CIR and latency) planning 

for terminals connected to many satellites, and it can 

simply be modified to accommodate beam hopping. The 

self-contained one-to-many Demand Island combines the 

advantages of GEO satellite design with the reduced la-

tency of LEO satellites. Demand Island provides one-to-

one service redundancy. 
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3.6. GomHop Algorithm   

GomHop is a connectionless LEO satellite constellation 

routing solution that does not require routing databases. 

It's ideal for dense MC, because any pair of satellites gen-

erally has many pathways to connect them. The routing de-

cisions are made per-packet, which means that each satel-

lite analyses each incoming packet separately. Even 

though the constellation is moving, it is moving at a far 

slower rate than the network layer's time scale [25]. We 

follow the standard strategy in related research, which is 

to use fixed length time intervals with a static topology. 

The GSL is not mentioned in the explanation for clarity's 

sake, although it is an integral aspect of the routing pro-

cess. In the paper's formulation, the end destination d is a 

spacecraft, but in fact, it might be either a space segment 

satellite or a ground station/user terminal. There will be a 

last leg to download the packet to the ground, as well as a 

mapping procedure to find satellite(s) with ground cover-

age, i.e., presently covering the region where the ground 

terminal is located [26]. The approach presupposes that 

each satellite has geometry awareness, or knowledge of 

the network's topology, geometry, and dynamics, and 

hence the set of possible links at any given time instant. 

This is not a strong assumption: other spacecraft subsys-

tems, such as the Attitude and Determination and Control 

(ADCS) subsystem, rely on geometry awareness to point to 

nearby satellites or ground stations at a particular mo-

ment, even in tiny satellites with low processing capability. 

As a result, the ground station is not required to send this 

information. When certain connections (or whole nodes) 

fail, the network (which is launched by the ground station) 

is believed to broadcast the information to the rest of the 

constellation's nodes, avoiding the use of non-functional 

links. It's worth noting that, unlike Dijkstra's shortest path 

method, GomHop's complexity is not proportional to N. In-

stead, it is affected by the geometry, link budget, and RF 

characteristics, as well as the maximum number of acces-

sible satellites, which is substantially smaller than N as 

shown on next figure. 

  

 

 

 

 

 

 Figure. 6:  comparison between traditional and distributed 

routing [25] 

 

The suggested GomHop algorithm's key benefit is its sim-

plicity, which makes it suited for use in tiny satellites in 

dense constellations. There's no requirement for the 

ground segment to store and disseminate updated routing 

tables, and there's no need for spacecrafts to communicate 

periodic control information. The idea is to determine the 

optimum next-hop from a list of available links autono-

mously, with the goal of getting closer to the end destina-

tion while reducing the number of inter-plane hops. De-

spite its simplicity, simulation results reveal that GomHop 

performs extremely close to the best solution, which uses 

Dijkstra to find the shortest path for all source-destination 

pairings. The global usage of inter-satellite linkages is par-

ticularly close, but inter-plane hops are utilized less fre-

quently with GomHop. Because of the relative motion be-

tween planes and the misalignment, RF inter-plane hops 

are substantially more difficult than intraplane hops, 

which is particularly intriguing for practical solutions. QoS 

limitations and heterogeneous traffic can be added to the 

algorithm. Another intriguing generalization is to consider 

several hops rather than a single one when making a 

choice. The balance between the number of decision hops, 

complexity, and performance will be investigated further. 

Both of these things come at the expense of more control 

data. These enhancements might then be compared to cur-

rent QoS-aware systems. 

3.7. The New Load Balancing Routing Algorithm 

Based on Extended Localized Link  

Another avenue for Load Balancing Routing Adaptation to 

Flow Dynamics in LEO Constellation Networks research. 

Due to the contradiction between the un-uniform traffic 

distribution and the regular constellation architecture, 

load balancing routing is a critical challenge for LEO con-

stellation networks [27]. Most load balancing routing algo-

rithms would search for alternative circuitous pathways 

based on the connection state and load level assessed by 
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various metrics, which are generally gathered in local re-

gions [28]. The status information may be slow or errone-

ous at times due to the rapid change of data flow. The im-

pact of this uncertain dynamic characteristic on load bal-

ancing routing in LEO constellation networks is investi-

gated in depth in this article.  First, a unique load balanc-

ing routing based on extended link states (LB-ELS) is sug-

gested, and the adaptation to flow dynamics is addressed, 

along with comparisons to other common methods. The 

results of simulations demonstrate that this method not 

only increases network performance but also adjusts ef-

fectively to flow dynamics. In this research, a new load bal-

ancing routing based on extended link states (LB-ELS) is 

developed to address the local optimization problem, and 

the influence of unpredictable data flow dynamics on load 

balancing routing for LEO constellation networks is inves-

tigated in depth. The results of simulations reveal that this 

method is capable of not only improving network perfor-

mance but also adapting to flow dynamics. STATES Be-

cause most distributed load balancing routing algorithms 

in LEO constellation networks only employ limited local 

information, packets may not be able to be detoured 

around high-demand locations to prevent congestion, as 

previously stated. Routing algorithms, on the other hand, 

will be susceptible to traffic variations, resulting in perfor-

mance fluctuations. The LB-ELS algorithm is introduced to 

deal with the local optimization problem. It will identify 

optimal pathways based on more specific connection state 

information, decreasing link congestion and spreading 

traffic more equally. The data-driven route calculation 

method is used by the LB-ELS algorithm. It will only calcu-

late pathways for sources that want to transfer data based 

on topological information known ahead of time within a 

snapshot. When data has to be delivered, K available path-

ways ri=(e1,e2,e3,...,el),(i=0,1,...,K, el is the link on path ri, l 

is the path length.) will be determined first. Meanwhile, 

these pathways must meet the following criteria ah shown 

in next figure. 

As a result, OH-delay LB's mean value and variance are 

larger than those of other algorithms. The delay of the TH-

LB method, on the other hand, is more stable and compa-

rable to DSP since it redirects packets using the next two 

top link states, increasing the likelihood of avoiding con-

gested connections. In addition, LB-ELS has a little larger 

mean value and variance in delay than TH-LB. This is be-

cause, in order to avoid congestion, the non-congestion 

path used by LB-ELS frequently involves more hops than 

TH-LB. And the non-congestion path chosen may experi-

ence greater changes than pathways picked solely on the 

basis of localized connection conditions. 

 

4. Conclusion 

Since of their ability to supply ubiquitous broadband con-

nectivity, satellite constellation networks in low earth or-

bit (LEO) have revived in recent years. Based on their orbit 

inclination, LEO satellite constellations are split into 

Walker star and Walker delta constellations. Walker-delta 

constellations have been selected by many current com-

mercial constellations, such as Star-link, because they pro-

vide improved coverage in mid-latitudes, where the bulk 

of the human population dwells. Intersatellite links have 

been implemented or are being proposed by existing LEO 

satellite constellations (ISLs). ISLs can aid the system's 

self-sufficiency and reduce its reliance on terrestrial infra-

structure. ISLs can also help increase throughput and delay 

performance in systems. Since of their ability to supply 

ubiquitous broadband connectivity, satellite constellation 

networks in low earth orbit (LEO) have revived in recent 

years. Based on their orbit inclination, LEO satellite con-

stellations are split into Walker star and Walker delta con-

stellations. Walker-delta constellations have been selected 

by many current commercial constellations, such as Star-

link and Kuiper, because they provide improved coverage 

in mid-latitudes, where the bulk of the human population 

dwells. Intersatellite links have been implemented or are 

being proposed by existing LEO satellite constellations 

(ISLs). ISLs can aid the system's self-sufficiency and reduce 

its reliance on terrestrial infrastructure. ISLs can also help 

increase throughput and delay performance in system. 
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